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Abstract. Depression early detection is a significant healthcare task
that heavily relies on high-quality multi-modal medical data. In prac-
tice, however, learning a robust detection model is challenging because
real-world data often suffers from serious modality-level missing issues
caused by imperfect data collection and strict data sharing policies. In
this study, we propose an Adversarial and Implicit Modality Imputation
(AIMI) method to resolve this challenge. In particular, when training
multi-modal predictive models, we learn an implicit mechanism to im-
pute the missing modalities of training data at the same time. These two
learning objectives are achieved jointly in an adversarial learning frame-
work. Based on the UK Biobank dataset, we demonstrate the effective-
ness and superiority of our method on the early detection of depression.
Codes are available at https://github.com/rucnyz/AIMI.

Keywords: Multi-modal learning - Adversarial learning- Implicit data
imputation- Depression early detection.

1 Introduction

Depression is a leading cause of disability and is a major contributor to the
overall global burden of disease. According to WHO, approximately 5.0% of the
adult population suffer from depression [23]. Due to the high burden of brain
health disorders, depression early detection and screening are valuable, which
could slow the progression of the disease through earlier access to treatment,
advice and support [17,11].

Many indicators of presence or severity of depression are observable. While
one single modality of indicators rarely provides complete information, the di-
versity of modalities brings added value. Recently, artificial intelligence-assisted
techniques have been developed for the early detection of depression [9,14,15,5].
Essentially, these methods leverage a multi-modal paradigm to represent and
fuse the healthcare information collected by different ways (e.g., physical exams,
standard questionnaire, lab tests, the medical images like CT and MRI, genetic
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tests, etc.) and predict the risk of depression based on the fused information.
However, these methods often ignore the fact that real-world data often miss
some modalities because of various reasons. For example, many patients merely
do a part of lab tests or medical images because of the lack of medical insurance
coverages. Even for the patients having complete modalities, their multi-modal
data may be stored in different hospitals and cannot be fully-accessible because
of the privacy and security issues. The above phenomena are common in the early
stage of depression — the patients may just take some tests and thus only some
modalities are available for disease prediction. Facing to the above modality-
missing issue, most existing multi-modal learning methods often simply discard
the data with missing modalities, which results in the loss of information and
sub-optimal models [4,28].

Related Work. Several methods are proposed to resolve the modality-
missing issue. One direct way is to impute the missing modalities, and then
adopt the on-shelf multi-modal learning algorithms. The early work in [7] sim-
ply fills the missing views with a single value (e.g. mean value based on avail-
able samples within the same class). The matrix completion methods, such as
SVD imputation [20] and Bayesian principal component analysis [16], infer the
missing values based on the low-rank assumption of the latent data structure.
However, the missing values would simultaneously appear in one modality in-
stead of randomly distributed, which makes the above conventional methods no
longer applicable. Focusing on the imputation of missing modalities, the CRA
(Cascaded Residual Autoencoder) in [19] predicts the missing modalities from
the observed one. Following the same strategy, more sophisticated modality pre-
diction mechanisms are considered, e.g. the grouping strategy in [26] and the
merging strategy in [3]. More recently, deep learning-based methods [25,24] im-
pute missing data by adapting the well-known Generative Adversarial Network
(GAN) [10], treating observed data as real data and generating missing data as
fake ones. Synthetic EHR methods like medGAN [6] and its variants [2] combine
GAN with an autoencoder(AE) [12] to learn the data distribution of real EHRs.
However, without any feedback mechanisms, imputed modalities achieved by the
above methods are unchanged and may lead to catastrophic error propagation.

To solve the above issues, we propose a novel Adversarial and Implicit
Modality Imutation method, called AIMI for short, which exploits multi-modal
data with arbitrary modality-missing patterns both effectively and flexibly. As
illustrated in Fig. 1, our AIMI consists of an AE [12] and a GAN [10]. For the
autoencoder, its encoder projects samples with arbitrary modality-missing pat-
terns into a common latent space and connects to a classifier, and the decoder
reconstructs complete multi-view data from the latent codes. The decoder works
as the generator in the framework of GAN, which imputes missing modalities
via generated ones. Accordingly, besides training the encoder and the decoder to
minimizes the reconstruction error of the observed modalities, we further con-
sider two more objectives: 1) improving the classification accuracy of the associ-
ated classifier; and 2) cheating a discriminator that checks whether a modality
is observed or generated.
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Fig.1: An illustration of our AIMI method.

Differing from most existing data imputation methods, our method contains
an implicit feedback mechanism, adjusting imputed modalities during training.
In particular, after imputing the missing modalities, AIMI takes them as the
input of the encoder and thus train the model under the guidance of the imputed
data. This feedback mechanism achieves a new kind of data augmentation. As a
result, the encoder is trained to be robust to the uncertainty of the imputation,
which tends to preserve the classification accuracy of the imputed data, while the
decoder also takes the imputed data into account when reconstructing modalities
and cheating the discriminator.

We demonstrate the effectiveness of AIMI in the depression early detection
task. based on the UK Biobank (UKB) database [18], which contains approxi-
mately 480,000 EHRs with 8 modalities, we train a multi-modal predictive model
for depression early detection. Experimental results show that our AIMI is ro-
bust to the modality-missing issue and mitigates the associated problems like
error propagation and over-fitting. In particular, in the experiments with miss-
ing modalities, our AIMI and its variants outperform state-of-the-art methods
in both supervised and unsupervised settings.

2 Proposed Method

2.1 Learning multi-modal representations via auto-encoding

Facing the data with missing modalities, we design a model with auto-encoding
architecture. For the multi-modal data with V' modalities, the representation
model consists of V' encoder-decoder pairs. For the v-th modality, its encoder is
denoted as F,(-), which is often parameterized by a neural network. Given the
data of the v-th modality x(*), the encoder projects it to a latent code in the
d-dimensional latent space, i.e., h®") = E,(x(*)) € R?.

We obtain a fused latent code via pooling all the modalities’ latent codes:

h = Pooling({h™}"_)). (1)
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Here, various pooling operations are applicable, e.g., the commonly-used mean-
pooling or the attention-pooling in [8], e.g.,

exp(qlk;) v,
h= ZU 121 1[2] Lexp(alk;) h )

where q, = fo(h"), k, = fx (W), v, = fy (W), Yo =1,.. V.

Note that, for the data with the missed modalities, we derive the latent codes of
the observed modalities and fuse them by the pooling operation in the beginning
of the training process. During the training process, the missed modalities are
imputed by our AIMI method and the pooling operation is applied to both
observed and imputed modalities, which will be introduced in details in the
following content. Accordingly, the decoder (generator) of each modality, denoted
as G, (+) for v =1,..., V, reconstructs the data of the v-th view from the complete
latent code h. For the missed modalities, the decoder estimates them from the
complete latent code, which achieves the imputation of incomplete data.

Similar to classic autoencoders [12], given N samples of V' modalities, i.e.,
{x U)}n »—1, We can learn the model via minimizing the reconstruction error of
each modahty given a metric (e.g., the Euclidean distance used below):

Ly = Zn . Z m |Gy (ha) = x|, 3)

égv) (Sn§{G'vav}X:1)

where m{” € {0,1} is an indicator of the availability for the v-th modality

of the n-th sample. Therefore, the learning problem above just considers the
reconstruction of the observed modalities. It should be noted here that in the
CPM-Net [27], the randomly initialized latent embedding h,, is directly used to
represent the incomplete data (available modalities). For us, at the beginning of
the training process, only available modalities are involved in feed-forward net-
works by considering msf). After the first imputation, all modalities (including
the synthetic parts) are trained to obtain h,, no matter what m%v) is, though L,
is still calculated by available modalities.

Besides the above reconstruction loss, we further consider the classification
loss used in the CPM-Net [27]. Specifically, denote the label of the n-th multi-
modal sample as y,,. The classification loss is defined as

N
Lo=) Alys,arg maxyey g(hn,y)) + maxyey g(hn,y) — g(ha,ya), (4)

Le(yni{Bo}¥_1)

where g(h,,,y) = Epr)F(h hy,), T(y) is the set of latent codes from class y,
F(h,h,) = hTh,,, and A(y,y,) = 0 if y = y,, and 1 otherwise. This loss leads
to a classification scheme enhancing the clustering structure of the latent codes.

Taking equations (1)~(4) into account, we obtain the proposed multi-modal
predictive model. Specifically, by jointly considering the complementary infor-
mation of multi-modalities and the distribution of classes, our model makes
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them mutually improve each other to obtain the representation reflecting the
underlying patterns, thus promoting the prediction performance.

2.2 Adversarial and implicit modality imputation (AIMI)

Adversarial learning Besides the above two learning objectives, we further con-
sider a generative adversarial loss to improve the quality of the imputed modal-
ities. In particular, for each multi-modal sample with missing modalities, we
impute the unavailable modalities by the outputs of the corresponding decoders.
Given the observed real modalities and the estimated modalities, denoted as
{XSf)}v:m(v)zl and {Gv(hn)}u;m(”:o’ we would like to train a discriminator to
check whether a given modality is real or fake, whose objective is

N |4
L= anl szl mgzv) log Dv(ngv)) +(1- m’glv)) log(1 — Dy(Gu(hy))), (5)

6 (S0 { G, DoY)

where D,(+) is the discriminator for the v-th modality.

At the same time, we train the decoder to improve the quality of the imputed
modalities, which aims at cheating the discriminator. Such a generative adver-
sarial learning strategy leads to a “min-max” game. As a result, the optimization
problem of our learning task becomes

L= min{GmEv}le maX{DU}le [p,« + A[,C + uﬁa (6)

where A, ;4 > 0 control the significance of different objectives. When attention-
pooling is applied, the parameters of the attention layer, i.e., {fo, fx, fv} are
considered as a part of the encoder module.

Implicit imputation with a feedback loop For each missed modality XSLU), we fill
it with the output of the corresponding decoder, i.e., XSLU) = Gy(hy; @gv)). Here,
given a batch of data, both the latent code and the decoder are updated during
the training progress, while their imputed modalities are fixed for the batch,
which leads to sub-optimal updating of the model. Therefore, we consider an
implicit imputation method, which applies several inner iterations to adjust the
imputed modalities — for the t-th inner iteration, we will take the imputed
modalities obtained in the previous iteration as the input of the encoders and
update them by the auto-encoding architecture. Accordingly, we obtain an iter-

ative adjustment of the imputed modalities: for the missed modality x%v), we set

x0 — 0 and update it via

hi~! = Pooling({E,(x"*"H}V_)), xWt =G, (i) fort=1,2,... (7)

Such an iterative adjustment leverages the feedback of current model, which
improve the quality of the imputations.

The rationality of this implicit imputation mechanism can be verified in both
feed-forward computation and backpropagation. Firstly, this mechanism leads to
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Algorithm 1: Algorithm for AIMI

Input: Multi-modal data {5, yn},]:[:y Hyperparameters s and T
Initialize {E,,G,, D,}"_; randomly.
while not converged do
Given a batch of samples {S,, yn }nes-
For v =1:V, update the discriminator D, with gradient descent.
For v =1:V, update the decoder G, with gradient descent.
For v = 1:V, update the encoder F, with gradient descent.
If #epochs > s, impute missing modalities via (7) with T iterations.
end
Output: {E,,G,, D,}V_;.

iterative auto-encoding, which can be treated as an iterative function system. As
a result, with the increase of the inner iterations, the imputed modalities may
converge to a fixed point, which suppress the uncertainty of the imputed modal-
ities. Secondly, when updating our model in each outer iteration, we unroll the
inner iterations to compute the gradients. According to the chain rule, the gradi-
ents accumulates the gradients corresponding to the intermediate imputations,
which are more robust than merely considering the gradients given one-step
imputations. From this viewpoint, our implicit imputation mechanism can be
treated as an augmentation method for the gradients. Taking the above implicit
imputation mechanism into account, we illustrate the scheme of the proposed
AIMI method in Fig. 1 and show its implementation details in Algorithm 1.
Compared with existing partial multi-modal learning methods, e.g., the Cross
Partial Multi-View Network (CPM-Net) [27], our AIMI method owns several im-
provements and advantages. In particular, AIMI leverages an encoder to derive
latent codes of different modalities and fuse them together, whose training can
be achieved by stochastic gradient descent (SGD). We do not enforce the latent
codes of different modalities to have the same latent distribution, which en-
hances the flexibility of model. Moreover, AIMI leverages an implicit imputation
mechanism to achieve robust modality adjustment with a feedback loop.

3 Experiments

3.1 Experimental setup

We demonstrate the effectiveness of our AIMI method and apply it to depres-
sion early detection. The data in this study is derived from the UK Biobank
(UKB) database®. We leverage the database consisting of the diagnoses and the
multi-modal clinical records of depression, and aim to train a binary classifier

! The UK Biobank is an open access resource. Data are available on application to
the UK Biobank (www.ukbiobank.ac.uk/). This research has been conducted using
the UK Biobank resource under application number 44430.



Adversarial and Implicit Modality Imputation

Table 1: Eight modalities associated with depression diagnosis.

Modalities | Demography Sociology Lifestyle Blood
(# of features) (4) (6) (7) (19)
Age Low income Healthy Red blood cell count
Gender Work status | Healthy diet | White blood cell count
Features .
Screening e e e
Family history |Housing tenure/Healthy score|Lymphocytes percentage
Modalities Metabolism Urine Gene Others
(# of features) (7) (4) (38) (2)
Glucose Creatinine rs159963_ac | Non-cancerous diseases
Total cholesterol | Microalbumin |rs1432639_ac Medication
Features .
e Potassium e
Apolipoprotein A Sodium rsb758265_ag

to achieve the early detection of depression. In particular, we manually grouped
the clinical records into 8 modalities, namely demography, sociology, lifestyle,
blood, metabolism, urine, gene and others. The diagnoses are used as binary
labels indicating whether the corresponding subjects are depressed or healthy.
Table 1 shows the number of features in each modality.

We processed the UKB database (UKBoyiginai) into three parts: UKB 4y,
UKBBaianced and UKBcompiete- UKB 451 is a real-world modality missing dataset
(missing rate=76%), and we use it for our final evaluation. Note that we ran-
domly select the negative samples from UKBoriginai to make the number of
them equal to positive ones. We obtain UKBcompiete dataset by removing all
the ”NA” values from UKBo,igina for evaluation, and UKB paiancea has equiv-
alent positive and negative samples selected from UKBcompiete- The number of
samples in UKBoyiginat, UKB A, UKBcompiete and UKBRgiancea are 461,289,
27,616, 34,240 and 2,802 respectively. For each dataset, we choose 80% samples
for training and the remaining 20% samples for testing and evaluation. Ad-
ditionally, to imitate the real-world scenarios that have missed modalities, we
simulate the missed modalities of each samples by setting a missing rate o and
removing some modalities randomly based on the rate. The missing rate («) is

defined as o = Z\:/vx]\z/[vva where M, indicates the number of samples without the

v view. a € {0,0.1,0.3,0.5}. When o = 0, the dataset is complete without
missed modalities.

For each dataset, we train a multi-modal predictive model based on our
AIMI method, in which we set 400 epochs with the batch size of 800. The
key hyperparameters of our method include 7) the latent space dimension (d),
i1) the starting epoch (s) for imputation, and i) the number of imputation
times (7). Here, we apply grid search to find the best configuration for our
AIMI methods, where d € {64, 128,256}, s € {—1, 10, 20, 30, 40, 50, 60, 100}, and
T € {0,1,2,3,4,5}. s=1 means we do not impute during the entire training.
Additionally, we implement our AIMI method using mean-pooling and attention-
pooling, denoted as AIMI,,,cqn, and AIMI,;;, respectively.
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Table 2: Comparisons for various methods under different missing rates («).

Dataset UKBComplete UKBBuaianced UKB Ay
a (x100%)| 0 10 30 50 0 10 30 50 76
FeatCon |87.95 81.44 77.85 74.69|62.21 61.67 60.07 58.28| 58.85
Fusion,,cqn|92.83 88.54 87.80 87.15(61.67 62.21 61.32 57.04| 59.86
Fusiongs: [90.30 89.77 88.78 82.64|62.21 61.85 60.96 55.79| 59.63
DCCA |92.22 89.94 88.73 79.03|66.67 65.78 62.57 60.07| 60.05
LMNN [75.70 73.08 73.16 69.75|62.92 64.17 62.38 59.89| 58.12
CPM-Net [95.83 93.03 89.12 84.24 (58.47 60.07 57.93 51.87| 61.27
AIMI, 0 (95.83 95.63 93.79 93.49|66.13 65.24 62.92 61.14| 61.69
AIMI,¢ |95.49 95.83 95.60 94.78(68.27 66.84 63.96 61.50| 61.73

3.2 Comparisons on robust multi-modal depression diagnosis

Superiority to baselines. First, the superiority of our AIMI methods are suffi-
ciently investigated. We compare it with the following typical multi-modal rep-
resentation learning methods using UKBcompiete and UKB paianced datasets un-
der various missing rates a: (1) FeatCon simply concatenates multiple types
of features from different modalities. (2) DCCA [1] (Deep Canonical Correla-
tion Analysis) learns low-dimensional features with neural networks and con-
catenates them. (3) LMINN [22] (Large Margin Nearest Neighbors) searches
a Mahalanobis distance metric to optimize the k-nearest neighbours classifier.
(4) Average-based Fusion simply average all the modalities. (5) Attention-
based Fusion fuse all the modalities by the attention mechanism. For the base-
lines, the missed modalities are filled statically with average values according to
available samples within the same modality.

We report the AUC in Table 2 to verify the usefulness of our AIMI method.
Specifically, we can find that

— No matter whether the dataset has missed modalities or not, our method
AIMI and its variant achieve competitive performances on UKBcompiete and
outperform other baselines on UKBguianced-

— On UKBcomplete dataset, our methods are relatively robust to modality-
missing dataset. The degradation of the baselines’ performance is much
larger than ours, and the performance gaps between our methods and the
baselines are widened with the increase of missing rate.

— We evaluate our algorithm on UKB 4;; dataset, and the result demonstrates
our model’s ability to better represent the partial modality data and stability
when facing severe missing problem.

Robustness to hyperparameters. We further check the robustness of our method
to its hyperparameters (i.e., s and T') on the UKBpajancea dataset. In Fig. 2, we
show the prediction accuracy achieved by our methods under different settings.
We can find that
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Fig. 2: Robustness analysis on the UKBpgianced dataset.

— With the increase of the missing rate, the performance of our method de-
grades monotonously, which reflects the negative influence of the missed
modalities on the training of the multi-modal predictive model.

— Imputing missed modalities in the early time (i.e., s = 1) may bring in
unstable noises because the model is not well-trained at the early stage.
Therefore, we prefer imputing missed modalities after several epochs (i.e.,
s > 0) in most situations, in which the model trained in the previous epochs
and with missed modalities achieves a warm-up of our AIMI method.

— Our implicit imputation method works. As Fig. 2 shows, under different
missing rates «, the best performance is achieved by applying our imputation
method more than once. In most cases, the prediction accuracy of our model
ascends as the imputation times (7') increases.

3.3 Advantages on modality imputation and representation

Apart from supervised learning scenarios, we also design experiments to val-
idate our advantages on modality imputation and representation in unsuper-
vised setting. For the missed modalities, besides our AIMI, we further consider
the following imputation methods as baselines: (1) Denoising Autoencoder
(DAE) [21] corrupts the data on purpose by randomly removing some of the in-
put values. (2) LRMC [13] is a low-rank matrix completion method by iterative
soft thresholding of singular value decomposition.

We conduct unsupervised experiments on the UKB gaianceq dataset with dif-
ferent missing rates « to investigate the performance of our proposed method,
especially the quality of the latent codes we learned. In particular, for the latent
codes of different modalities, we evaluate their rationality and semantics by the
following two measurements.

— Imputation fidelity: Given the latent codes, we check whether it is pos-
sible to reconstruct the corresponding missed data from the decoder. The
imputation performance is evaluated by estimating the missing part of the
origin data and calculating the RMSE (Root Mean Square Error [13]).

— Clustering accuracy: Given the latent codes, we check whether the multi-
modal latent codes can reflect the clustering structure of the samples. The
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Table 3: Comparisons on clustering accuracy and RMSE of imputed data

Clustering Accuracy (ACC) |RMSE
a (x100%)} 10 20 30 40 50 50
DAE |57.70 57.11 56.32 54.58 54.26|0.5944
LRMC |56.68 58.29 57.58 55.97 55.79|0.3961
AIMILcqn [60.61 53.48 57.04 56.86 53.30|0.1027
AIMI,; [59.44 58.82 58.69 58.46 56.68|0.0947

clustering accuracy is evaluated by clustering the resulting representations
and compute the accuracy(ACC).

Table 3 shows the RMSE with @ = 0.5 and ACC with respect to different «
for the unsupervised baselines and our method. We can find that the proposed
AIMI and its variant outperform other methods consistently in all missing rate
cases, for both ACC and RMSE. The variant using attention-pooling performs
better when the missing rate is high (e.g. a = 0.4,0.5). We suppose the atten-
tion mechanism captures the interdependence between different modalities, thus
contributing to our model’s robustness and superiority.

4 Conclusion

In this work, we propose a novel multi-modal data imputation method AIMI
and apply it to real-world depression early detection task. Our method imputes
modalities via an adversarial network with an implicit imputation mechanism.
The analytic experiments demonstrate the rationality of our method and the
comparison experiments show its superiority to the baselines.

AIMI also opens the door to many interesting future directions. Firstly, justi-
fication is needed for whether adversarial learning can guarantee sufficient predic-
tive performance for our datasets with high missing rates, since adversarial learn-
ing requires a large number of training samples and time complexity in the train-
ing phase. On the other hand, we may improve the implicit feedback mechanism
to avoid the risk of repeatedly performing unnecessary (non-informative) label
prediction: While the best performance is achieved by applying our imputation
method more than once, the prediction accuracy does not ascend monotonously
as the imputation times increases.
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